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Bayesian neural networks (BNNs) provide a natural probabilistic representation of network 
parameters and model predictions.
However, the relevant research on information and its applications is limited.
• We introduce Information Bound as a metric to measure the quantity of information in 

Bayesian neural networks. It can be easily estimated without requiring any modifications to 
the training process or network structure. 

• We provide evidence for the existence of a “critical period” in BNNs and show that IB can be 
used in OOD dataset detection.

• We propose two regularization methods based on the model interpretation for better 
robustness and generality.

Introduction

Information Bound in BNNs 

Critical Periods in BNNs

Model Interpretation

Regularization Methods

• The Information Bound is an upper bound of the mutual information between the input 𝐱
and the medium variable z. 

• It can be used to estimate the amount of information in Bayesian neural networks

• The derivation of the Information Bound:
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• The distribution of z can be easily calculated.
• Linear layer:

• Convolutional layer:

Model Confidence Evaluation

OOD Dataset Detection

• Information Bound Regularization

Figure 1. Trends of Information Bound and Accuracy during
Bayesian neural networks training.

Figure 2. Trends of accuracy with varying accept rates according
to Information Bounds. It verifies the effectiveness of Information 
Bound as a metric of model confidence. 

Figure 3. Information Bounds of VGG models trained on 
CIFAR-10 and CIFAR-100 with in-distribution data and out-
of-distribution dataset. 

• The distribution of Information Bound for in-
distribution datasets is higher.

• Information Bound Variance Regularization

Figure 5. The five images with the lowest Information Bounds in 
CIFAR-100, and their labels, predictions, and Information Bounds. The 
model trained with Information Bound variance regularization keeps
more Information and predicts more accurately. 

Table 1. Comparison of models trained with Information Bound 
regularization and without Information Bound regularization. 

GitHub Repository: 
AISIGSJTU/IBBNN

• Information Bound calculation:


