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Introduction
Background: Bayesian neural networks
have been widely used in many applications
because of the distinctive probabilistic repre-
sentation framework. Even though Bayesian
neural networks have been found more ro-
bust to adversarial attacks compared with
vanilla neural networks, their ability to deal
with adversarial noises in practice is still
limited.

Goal: Improve the adversarial robustness of
Bayesian neural networks.

Key Contributions:
• Apply the Lipschitz constraint in

Bayesian neural networks, and propose
Spectral Expectation Bound Regular-
ization (SEBR) method to enhance the
adversarial robustness.

• Prove that SEBR reduces the uncertainty
effectively in theoretical analysis, and
provide another explanation of the model
robustness.

• Verify the theory and the effectiveness of
the proposed method by experiments un-
der multiple situations.

Spectral Expectation Bound Regularization
Theorem 1 presents that the expectation of disturbance of the output in a layer of Bayesian
neural network is bounded by the expectation of the spectral norm of parameter matrix
E‖W‖2, the length of the perturbation vector ‖ξ‖, and the Lipschitz constant of the activation
function Lip(f).

Theorem 1 Consider function fW(x) = f(Wx + b), where the activation function f(·) is
Lipschitz continuous with Lipschitz constant Lip(f). For any perturbation ξ with norm ‖ξ‖,
we have

EW ‖fW(x+ ξ)− fW(x)‖ ≤ Lip(f) · E‖W‖2 · ‖ξ‖,

Where ‖W‖2 represents the spectral norm of matrix W .

To accelerate the training process, we propose a method to fast estimate the upper bound of
E‖W‖2 analytically.

Theorem 2 Consider a Gaussian random matrix W ∈ Rm×n, where Wij ∼ N(Mij , A
2
ij)

with M,A ∈ Rm×n. Suppose G ∈ Rm×n is a zero-mean Gaussian random matrix with the
same variance, i.e., Gij ∼ N(0, A2

ij). We have

E‖W‖2 ≤ ‖M‖2+

c

(
max

i
‖Ai,:‖+max

j
‖A:,j‖+ Emax

i,j
|Gij |

)
,

where c is a constant independent of W .

Adding the upper bound of E‖W‖2 in each layer as a regularisation term into the loss func-
tion, we propose our Spectral Expectation Bound Regularization (SEBR) method.

Experiments & Results
Verification
• The difference between the upper-bound

and the un-biased estimated value keeps
stable and their variation trends are syn-
chronous.

• SEBR not only reduces the upper bound
itself but also reduces the un-biased eval-
uated value.

Time cost comparison

Method Avg. time per epoch

Reg. on E‖W‖2 1654.8 (s)
SEBR 410.5 (s)

• The training with SEBR significantly re-
duces the amount of time cost for train-
ing compared with the direct optimization
method.

Variation trends in training

Influence of the parameter λ
Using a suitable λ is important.

Improvements on Adversarial Robustness
The models trained with SEBR are more ro-
bust on defending all kinds of noises.

GitHub Repository:
AISIGSJTU/SEBR

Influence on Uncertainties
Theoretical Analysis:
Our SEBR method can reduce the epistemic uncertainty on the out-
put of a Bayesian neural network model.

Theorem 3 Consider a Bayesian neural network with only a linear
layer fW(x) = Wx + b, where x ∈ Rn, W ∈ Rm×n. Denote
the epistemic uncertainty (following the definition in Equation of the
output after one step gradient descent without SEBR as He, and the
epistemic uncertainty after one step gradient descent with SEBR as
H ′e. With sufficient sampling times, we have

H ′e ≤ He. (1)

Additionally, the aleatoric uncertainty is also reduced because of the
optimization on the spectral norm of the mean matrix ‖M‖2.

Experimental Verifications:
Models trained with SEBR have both lower aleatoric uncertainties

and lower epistemic uncertainties.


